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● Transformer Architecture

● Self-supervised pretraining on large amounts of text

● Lots of different methods for fine-tuning, aligning, and 
decoding

● Which one is the best? What about evaluation? For 
which application?

Large Language Models so far…



Information Extraction
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● From unstructured text 
to knowledge graphs

● Named Entity 
Recognition

● Named Entity 
Disambiguation

● Coreference resolution

● Relation Extraction

Washington is the capital of the USA. It hosts the White House.

Washington,_D.C. != George_Washington 

Washington,_D.C.

USA
White House

capital oflocated in

https://en.wikipedia.org/wiki/Washington,_D.C
https://en.wikipedia.org/wiki/George_Washington


Named Entity Recognition
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Named Entity Types
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Beginning-Inside-Out (BIO) Tagging
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[PER Jane Villanueva] of [ORG United] , a 
unit of [ORG United Airlines Holding] , said 
the fare applies to the [LOC Chicago ] route. 

● Turns Named Entity Recognition into a 
Sequence Tagging problem

● B: token that begins a span

● I: tokens inside a span

● O: tokens outside of any span



Sequence Tagging with Transformer Encoder
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Easy to Evaluate
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Experimental Protocol
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● Train/dev/test split:

○ train set to fine-tune models

○ dev (aka validation) set for any 
hyperparameter tuning, e.g. how long 
do you fine-tune

○ test set only for final evaluation

● Test set may stay hidden for challenges



Out-of-domain: time-wise
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Alkhalifa et al. 2024
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strong impact on performance

Salaün et al. 2024

Out-of-domain: time-wise
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Petit et al. 2023

Adversarial splits: linguistic phenomena



Part 1

Paul Lerner – December 2024
13

Thakur et al. 2021

Out-of-domain: from general to medical
bag of words outperforms neural methods!

"will SARS-CoV2 infected people develop immunity? Is cross protection possible?"

"which president has Living grandsons"



Automatic Annotation from Wikipedia
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Specific Domains → Manual Annotation
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Inter-Annotator Agreement
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agreement achieved above chance

agreement attainable above chance

k number of class

number of times example i has class j

agreement for example i
average agreement



Machine Translation
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● Machine Translation is 
the first NLP 
application

● Google Translate 
supports 243 
languages

Georgetown–IBM experiment 1954



Sequence-to-Sequence (Translation)
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Summarization as Machine Translation
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Types of text evaluation methods
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Content Overlap Metrics Model-based Metrics Human Evaluation

Ref: They walked to the grocery store.

Gen: The woman went to the hardware store.



Content Overlap Metrics
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● Compute a score that indicates the 
similarity between generated and 
gold-standard (often human-written) text

● Fast and efficient; widely used (e.g. for MT 
and summarization)

● Dominant approach: N-gram overlap 
metrics (e.g., BLEU, ROUGE, METEOR, 
CIDEr, etc.)

Ref: They walked to the grocery store.

Gen: The woman went to the hardware store.



BLEU (Papineni et al., 2002)
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Ref: They walked to the grocery store.

Gen: The woman went to the hardware store.

● Historical metric of Machine Translation

● Precision-oriented (unlike ROUGE, 
recall-oriented, for summarization)

unigram p_1 = 
2/3

to

the

hardware

bigram p_2 = 
1/2

to the

hardware store
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Ref: They walked to the grocery store.

Gen: The woman went to the hardware store.

r

c

BLEU (Papineni et al., 2002)

● Historical metric of Machine Translation

● Precision-oriented (unlike ROUGE, 
recall-oriented, for summarization)



SacreBLEU! (Post, 2018)
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unigram p_1 = 
2/3

to

the

hardware

bigram p_2 = 
1/2

to the

hardware store

unigram p_1 = 
2/4

_to

_the

_hard

ware

bigram p_2 = 
1/1

_to _the

● N-gram precision will depend on tokenization

● In practice, Post showed difference superior to 1 BLEU points, i.e. the kind of 
improvement you need to publish a paper (e.g. Sutskever et al. 2014)



Content Overlap Metrics
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● Not ideal even for less open-ended tasks - e.g., machine translation

● They get progressively much worse for more open-ended tasks

● Worse for summarization, as longer summaries are harder to measure

● Much worse for dialogue (in how many ways can you respond to your friend?)

● Much, much worse for story generation, which is also open-ended, but whose 
sequence length can make it seem you're getting decent scores!

Ref: They walked to the grocery store.

Gen: The woman went to the hardware store.



Content Overlap: No Semantic!
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Evaluating the metric
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Source: An admitting privilege is the right of a doctor to admit a patient to a hospital or a 
medical centre to carry out a diagnosis or a procedure, based on his status as a health care 
worker at a hospital. 

Reference: Le privilège d’admission est le droit d’un médecin, en vertu de son statut de 
membre soignant d’un hôpital, d’admettre un patient dans un hôpital ou un centre médical 
afin d’y délivrer un diagnostic ou un traitement. 

RNNsearch-50: Un privilège d’admission est le droit d’un médecin d’admettre un patient  à un 
hôpital ou un centre médical pour effectuer un diagnostic ou une procédure, selon son statut 
de travailleur des soins de santé à l’hôpital.

Transformer (fairseq wmt14.en-fr): Un privilège d'admission est le droit d'un médecin 
d'admettre un patient dans un hôpital ou un centre médical pour y effectuer un diagnostic ou 
une intervention, en fonction de son statut de travailleur de la santé dans un hôpital.

👍

👎
BLEU = 36.70

BLEU = 33.88



Evaluating the metric
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● 1 BLEU point difference does not 
mean much

● Even 2-4 BLEU point difference is 
not so accurate

Kocmi et al. 2024



Enter neural metrics
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For example: COMET (Rei et al. 2020)
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● Start from a Pretrained Language Model

● Learn to regress from annotated data

● See also: BERTScore, BLEURT

Do we need this? Enter COMET-Kiwi



Are we evaluating an LLM with an LLM ?
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● Yes (He et al. 2023)



Are we evaluating an LLM with an LLM ?
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● Evaluation with 
neural metrics 
can lead to 
bias

● Neural metrics 
are trained: 
how well can 
they 
generalize?



Human Evaluations
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● Automatic metrics fall short of matching 
human decisions

● Most important form of evaluation for text 
generation systems

● Gold standard in developing new automatic 
metrics

● Better automatic metrics will better 
correlate with human judgements!



Human Evaluations
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● Sounds easy, but hard in practice: Ask humans to evaluate 
the quality of text

● Typical evaluation dimensions:

○  fluency

○  coherence / consistency

○  factuality and correctness

○  style / formality

○  grammaticality

○  typicality

○  redundancy



Human Evaluations
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● Slow and expensive

● Difficult to reproduce across studies

● Can hide an actually automatic metric



So what metric should I pick??
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● In practice, we use several 
different metrics, they will 
hopefully agree

● Use automatic metrics during 
development (e.g. early 
stopping)

● Use human evaluation for final 
evaluation before deploying

● Metrics are here to support an 
hypothesis (e.g. Transformers 
are better than Recurrent 
Neural Networks)



LLM-based Chatbots
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● Task-oriented like Siri/Alexa or chitchat like ChatGPT (OpenAI)

● Moving from a complicated pipeline (ASR, Information Extraction, 
Information Retrieval) to end-to-end language modeling



LLMs for Code Generation

Part 1

Paul Lerner – December 2024
38



LLM evaluation
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● How can we evaluate such diverse capacities?

● and Open-ended generation (not classification, not translation)



2018 and onwards: benchmarks
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● Benchmarks compile multiple tasks

● GLUE (Wang et al. 2019)



2018 and onwards: benchmarks
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● Benchmarks compile multiple tasks

● GLUE (Wang et al. 2019): 9 tasks



Which tasks are we talking about?
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● GLUE (Wang et al. 2019): 9 tasks

● Already discussed on the 3rd class 
about LLMs: Binary classification 
(e.g. sentiment analysis, natural 
language inference) 

👍
👎

Met my first girlfriend that way. I didn’t meet my first 
girlfriend until later.

At 8:34, the Boston Center 
controller received a third 
transmission from 
American 11

The Boston 
Center controller 
got a third 
transmission 
from American 
11.



Train-test split is not respected with LLMs 
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● A lot of test data leaks in the training set of LLMs (scraping the web)

● Then people report "zero-shot" results

● Sometimes report accuracy on contaminated data and outside or tries to 
decontaminate training data



Post-ChatGPT era (2023-): more tasks
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● BIG-bench (Srivastava and 400+ authors): 204 tasks

● includes a "canary" string so that people don't train 
LLMs on evaluation data

● Some standard NLP tasks like Commonsense 
questions (e.g. "How many legs does a horse have?")

● Some strange like:

○ classifying CIFAR-10 images encoded in base64

○ telling the name of the color from RGB



…but that's not how I use ChatGPT!
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Chiang et al. 2024

● Chatbot Arena: 
Online platform 
where users can 
chat, get two 
different 
answers, and 
vote



…but that's not how I use ChatGPT!
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Chiang et al. 2024

● Chatbot Arena: 
Online platform 
where users can 
chat, get two 
different 
answers, and 
vote

● Leaderboard 
according to 
ELO (like in 
chess 
tournaments)



But researchers like static benchmarks
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● Chatbot Arena provides pairwise 
comparison among a few chatbots:

○ from the industry, academia cannot 
compete

○ pairwise comparison != absolute and 
reproducible score

○ may be biased by users

● IFEval (Zhou et al., 2023): dataset for 
instruction-tuning/alignment



But researchers like static benchmarks
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● IFEval (Zhou et al., 2023): dataset 
for instruction-tuning/alignment

● How to evaluate such open-ended 
questions?

● BLEU is out of the question

● Human annotation is slow, 
expensive, and difficult to 
reproduce



Let ask ChatGPT what it thinks
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● Strong LLMs (either very large or most 
often proprietary like GPT-4) are often 
used to annotate/evaluate

● This can lead to biases (an LLM evaluates 
another LLM, self-bias)

● Not reproducible for closed-source models 
(e.g. OpenAI's "text-davinci-003" [GPT-3] 
was taken down in early 2024 despite 
being used in thousands of research 
papers)

● Essentially distillation of GPT-4 (Hinton et 
al. 2015)



Break for questions and appel
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Ethical, social, and environmental issues
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Multilingualism
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● Most NLP study English only (and don't 
even mention it; Ducel et al., 2022)

● But English is obviously not representative 
of all 7 168 living languages!

● A solved problem for English can be an 
open problem in another language!

● For example, English has almost no 
inflectional morphology (Cotterell et al. 
[2018] show it makes it easier to model)

52



Tokenization and morphology
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● LLMs rely on Byte-Pair Encoding to split 
words into subwords (frequent character 
n-grams)

● Examples of "manger" @ présent indicatif 
seen by BLOOM:

○ (je/il/elle) mange

○ (tu) mang-es

○ (nous) mange-ons

○ (vous) mang-ez

○ (ils/elles) mang-ent

● What about non-concatenative 
languages? (e.g. semitic languages 
like Arabic)

○ ktub ‘he wrote’

○ yəkutab ‘he writes’



Translation is necessarily an approximation
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Language beyond communication: culture
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aujourd'hui 
maman est 
morte

s'il vous plaît 
dessine moi 
un mouton

tu peux 
être le 
prince de 
la ville si tu 
veux



Language beyond communication: culture
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Liberty, equality, and 
fraternity are ideals. 
They are the principles 
around which society is 
constructed. But, by no 
means, must they 
constitute the law.

La liberté, l'égalité et 
la fraternité sont les 
idéaux, les aspirations et 
les valeurs de la société 
française et du mouvement 
syndicaliste qui l’a 
inspirée.

Llama-3-8B



LLMs are trained on trillions of words
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Such amount of data is only available for 
English
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● Top-10 languages in mC4 (Xue 
et al. 2021)

● Smallest (107th) is Yoruba 
with 50 000 000 tokens

● This still leaves 7 000+ 
languages with zero data



Industry prioritizes English over other 
languages
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● LLMs are multilingual only enough so that 
it does not hurt English benchmarks 
performance (Falcon, Llama-3)



Even worse for annotated data
Part 2
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● 0 (no 
resource): 2 
191 languages / 
1.2B speakers 
(e.g. Dahalo)

● 1 (no 
annotation): 
222 languages / 
30M speakers 
(e.g. Cherokee)

● 2-4 (low 
resource): 65 
languages, 4B 
speakers (e.g. 
Indonesian)

● 5 (high 
resource): 7 
languages, 2.5B 
speakers (e.g. 
English)



"Low-resource languages"
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● An umbrella term to describe an NLP 
reality: few data to train your model

● Hides a much more complex sociolinguistic 
reality:

○ Indonesian has 225M+ speakers

○ Roughly half languages have no 
writing system (only spoken)

○ Some are minority (e.g. Breton, every 
speaker is French bilingual)

○ Some are endangered (e.g. Dahalo 
has 400 speakers)



And languages are not monolithic
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Annotation Ethics: meet the crowdworkers 
who annotated your dataset
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Data Ethics: meet the web you're scraping

● LLMs are mainly trained on the web: Common crawl, 
snapshots of the entire web

● Copyright: much of the text in these datasets is copyrighted. 

○ Not clear if fair use doctrine in US allows for this use

○ Now being regulated by EU under the AI Act

● Data consent: Website owners can indicate they don't want 
their site crawled

● Privacy: Websites can contain private IP addresses and phone 
numbers
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Intellectual Property Infringement
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Data Ethics: Privacy and Security Risks
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Extractability Leads to Extraction Attacks
● PII: personally identifiable information of 

dozens of individuals.

● NSFW content

● Literature: Paragraphs from novels and 
complete verbatim copies of poems

● URLs: Valid URLs that contain random nonces 

● UUIDs and accounts: 
Cryptographically-random identifiers, for 
example an exact bitcoin address

● Code: Short substrings of code blocks, mostly 
JavaScript
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Extractability Leads to Extraction Attacks

Github Co-pilot



Biases: Gender
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● Remember that statistical 
patterns in text reflect both 
intrinsic meaning and 
extrinsic use



Biases: Gender
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● Analyzing attention 
patterns in BERT 
(Gaci et al. 2022)



Biases: Gender
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● Comparing the perplexity of stereotypical and anti-stereotypical sentences 
(Nangia et al. 2020)

● More methods: see survey in Stanczak and Augenstein (2021)

"Women don't know how to drive."  

"Men don't know how to drive."



Biases: Racism etc.
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Alignment: still an open problem
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Self-Supervised 
Pretraining

Instruction 
Fine-tuning AlignmentPretrained 

Language Model
Toxic

 Chatbot Aligned Chatbot}

Language Modeling Loss
(Self-supervised)

}

Language Modeling Loss 
(Annotated data)

}
DPO Loss 

(Annotated data)



Environmental issues
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Environmental issues: BLOOM
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123 GPU years



Environmental issues: Llama-3
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🤔
annual emission of 5 695 persons (Paris agreement)

3 424 GPU years

Does not account for:
● embodied consumption
● idle consumption

Carbon intensity higher 
than BLOOM (yay for 
nuclear power), would 
be "only" 2 223 tons



Part 2

Paul Lerner – December 2024
77

Not only about CO2 and global warming



Conclusion on Evaluation
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● Classification / sequence tagging is easy to evaluate

○ But still be cautious of experimental protocol (train/dev/test)

○ Inter-annotator agreement

○ Testing in-distribution might not be realistic

● Sequence to sequence (e.g. translation and summarization) is difficult to evaluate

○ BLEU relies on crude n-gram overlaps, does not correlate well with human 
judgments

○ Neural metrics correlate better but do they generalize well ?

○ Human evaluation is slow, expensive, and difficult to reproduce

○ → have multiple metrics



Conclusion on Evaluation
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● Evaluating chatbots is very difficult

○ designing an evaluation metric? Researchers turn to LLMs to evaluate LLMs…

○ static benchmarks are difficult to maintain, the test set might leak

○ chatbot arena is perhaps the best evaluation

○ but limited to a few industrials

○ no absolute and reproducible score

○ → have multiple metrics



Conclusion on Ethics
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● LLMs are mainly designed and evaluated on 
English, other languages lag behind

● Annotating data may lead to exploiting 
crowdworkers

● Scraping unannotated data may lead to privacy 
issues, intellectual property issues

● LLMs are biased (gender, racism, etc.) because 
statistical patterns in text reflect both intrinsic 
meaning and extrinsic use

● Training LLMs emits thousands of tons of CO2 + 
other socio-environmental issues



Some Industrial Challenges

Part 3

Paul Lerner – December 2024
82

● Efficiency of LLMs:

○ can solve the environmental issues? 

○ or will lead to "rebound effect" (larger models for the same price)

● Pruning weights:

○ Attention heads (Michel et al. 2019)

○ Entire layers? (He et al. 2024 under review)

● Quantization: from float to integers

● Distillation: fitting a small LM to follow an LLM probability distribution



Floating Point Precision
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Greater Dynamic Range with Bfloat16:
can represent much smaller numbers and much larger numbers



Activation Checkpointing
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● Reduces memory usage by clearing activations of some layers during forward, 
then recomputing them during backward

● Trades extra computation time for reduced memory usage

● → increase batch size

Paul Lerner – December 2024



FlashAttention
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PEFT: Adapters and LoRA

Injecting new layers 
(randomly initialized) into the 
original network, keeping 
other parameters frozen

Updated



Speculative Sampling
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small LM large LM



Some Research Perspectives
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Multimodality and grounding

Part 3

Paul Lerner – December 2024
92

● "chinese room argument": if you give a chinese dictionary to a non-chinese 
speaker, they will not be able to learn chinese because the symbols won't be 
grounded

● major argument against distributional semantics and LLMs



Multimodality and grounding
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Actual result:
155219089672149506369495478854127226650110807859310843447189500035558375975276217142677001844974715790475013066809378728290965585793061762133707337790875958849114397055684511623361026527657394715889486461664290722

Meta-Llama-3.1-70B-Instruct 
via HuggingChat

Bender and Koller 2020



Examples of Multimodal Tasks
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Frozen: Prefix Tuning of Image Embeddings
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LLM-based Agents / Tool-augmentation
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Tool-augmentation
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Retrieval-Augmented Generation
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Retrieval-Augmented Generation
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Exam
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● The exam will last 2 hours

● Written exam, no documents authorized

● 6/20 points on class questions ("What is X")

● 14/20 points on diverse problems

○ similar to the practical works but by hand

○ or code completion/analysis

○ or disguised class questions ("Alice wants something, how can she do it", 
"Bob did X, what did he do wrong")
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