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N-gram and Neural Langutige Models: from Shanr\ton.tvo ChatGPT



Chatbots like ChatGPT rely on LLMs

Q
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ChatGPT

Overview  Team  Enterprise  Education  Pricing

ChatGPT

Get answers. Find inspiration.
Be more productive.

Free to use. Easy to try. Just ask and ChatGPT can
help with writing, learning, brainstorming, and more.

<D

Help me stuc

Give me ideas for what to do with my kids'
entrance exz

Improve my essay writing ask me to outline Tell me a fun fact about the Roman Empire Write a text inviting my neighbors toa
barbecue 7 art»

Write a text asking a friend to be my plus-
my thoughts

one atawedding 7
Give me ideas about how to pla

Plan a'mental health day' to help me relax »
Years resolutions 7

Create amorning routine to boost my

Create a personal webpage for me after
productivity »

Write a Python script to automate sending
‘asking me three questions 2

eacharter tostartafilm club »
daily email reports »

Make up a story about Sharky, a tooth- Explain nostalg

Design a programming game teach basics in
brushing shark superhero 2

Quiz me on world capitals to enhance my

geography skills 7 afunway »

Make a sandwich using ingredients from my

Suggest fun activities to help me make
kitchen »

friends in a new city »
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What can we do so far?

e Embedding matrix: a vector for each word

1.d
aardvark [eee] 1 e Fine for classification (e.g. Named Entity Recognition)

apricot [ee9) T

0000 0000 |

zebra [eee] | V|

0000 0000 0000 0000 Q.C.]
X =[ Xmuseums Xin Xparis Xare Xamazing] - -
awancuy
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s
Continuous bag of words (CBOW)

"bag of words" because does not model
word order, puts all words in the same

nbagu
oy
[0000 0000 0000 0000 0000]
X =[ Xmuseums xin XParis Xare Xamazing]

Paul Lerner — February 2025



Sequence-to-Sequence (Translation)
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Why Language Modeling?

g
|

Acoustic
Model

|

| eat ice cream
| eat | scream

Paul Lerner — October 2025

Automatic Speech Recognition (ASR) relies
on Language Models because of

homophony

Language
Model

| eat ice cream
| eat | scream

aivancity
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o
Language Compositionality

e Assume a (finite) vocabulary of words

V = {I, eat, ice, cream, scream . . . }
e We can construct an (infinite) set of strings

Vi = {1, eat, I eat, eat I, I cream, ice cream, ice scream . ..}

Interpret "I eat ice cream”
Interpret "I eat pasta”
— know meaning of "ice cream"/"pasta"

— know relation between the subject "I", the verb "to eat" and the object "ice

Cr-eq:’aul ["rper gctober 2025 alvanc lty
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o
Language Modeling

e Assume a (finite) vocabulary of words

V = {1, cream, eat, ice, scream, pasta. . .}

e We can construct an (infinite) set of strings

V' = {1, eat, I eat, eat I, I cream, ice cream, ice scream . . .}
Input: training data © = (x1,...,2y) in VI

Output: a function p: VI - R Ve € Vi p(z) >0
1

Paul Lerner — October 2025 xeVi aivanc i[’y
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N
Learning from sequences: the Chain Rule

p(z|START) p(x|START D)p(x| - - - went) p(z|---to) p(x|---the) p(z|---park) p(xz|START I went to the park.)

The 3% think 11 % to 35 % the 29 % [ | bathroom 3 % and 14 % I 21 %
When 2,5% was 5% back 8 % a 9% doctor 2% with 9 It 6
They 2% went 2% into 5% see 5% hospital 2 % , 8 % The 3%
.. am 1% through 4 % my 3% store 1,5% to 7% There 3%
| 1% will 1% out 3% bed 2%
like 0,5 % on 2% school 1% park 0,5 % . 6 % STOP 1%
Banana 0,1 % .. %

Language Model

aivancity
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o
Learning from sequences: the Chain Rule

p(X1 = 1)
('p(X2=£U2|X1=$1) \
p(X = :13) = ’ (X3 — I3 ’ X1:2 = w1:2)

p( Xy =0 | X1:N—1 = Z1.N— 1))

Xy =y | X1g1 =@15-1)

||:jzr

Paul Lerner — October 2025 alvanc lty
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s
n-gram Models (Markov assumption)

Unigram (n=1): No history! All words are independent!

N N
p(X =x)= Hp(Xz' = 2; | X1:4-1 = ®1:4-1) = Hp(Xi = x;; 0)
i=1 i=1

p(X =Teat Iscream) =p(X; =1)-p(Xe =eat) - p(X3=1) - p(Xy = scream)

Paul Lerner — October 2025 aivanc ity »
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s
Remember Bag of Words / Naive Bayes

P(x,x,,... ,x |c)

Bag of Words/Naive Bayes assumption: Assume position
doesn’t matter

Conditional Independence: Assume the feature
probabilities P(x | cj) are independent given the class c.

P(x,... ,x,|c)=P(x, |c)eP(x, |c)eP(x,|c)e...eP(x,|c)
Paul Lerner — February 2025 alVanc lty
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s
n-gram Models (Markov assumption)

N

p(X =a)=]]p(Xi=2i| X151 =21:-1)
i=1

N
g Hp(Xz‘ = 2; | Xi—nt1:i-1 = Bi—nt1:i-1; 0)
i=1
Bigram (n=2):
p(X =Teat I scream) = p(X1 = I|zg) - p(Xo = eat|l) - p(X3 = I|eat) - p(X4 = scream|])
Trigram (n=3):

p(X =T eat I scream) = p(X; = I|zg xo) - p(X2 = eat|xo I)- p(X3 = I|] eat) - p(X4 = scream|eat I)
Paul Lerner — October 2025 alvanc lty
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Estimating bigram probabilities
® The Maximum Likelihood Estimate

Pll) =5 B
P(wylwy_1) = Cg&nlvfy )

Paul Lerner — October 2025
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L paria ]
An example

<s> | am Sam </s> P(w. |w, )= C(Wl 1:Wi)
<s>Sam | am </s> i1l C(Wl._l)
<s> | do not like green eggs and ham </s>
P(I|<s>)=%=.67 P(Sam|<s>)=1=.33 P(am|I)=3%=.67
P(</s>|Sam)=%=05 P(Sam|am)=3=.5 P(do|I) =1 =.33

Paul Lerner — October 2025 alvanc lty
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s
More examples:
Berkeley Restaurant Project sentences

ecan you tell me about any good cantonese restaurants close by
etell me about chez panisse
ei’'m looking for a good place to eat breakfast

ewhen is caffe venezia open during the day

Paul Lerner — October 2025 aivanc i[y 16

PARIS-CACHAN



Raw bigram counts — sparsity

® Out of 9222 sentences

1 want | to eat chinese | food | lunch | spend
1 5 827 0 9 0 0 0 2
want 2 0 608 1 6 6 5 1
to 2 0 4 686 | 2 0 6 211
eat 0 0 2 0 16 2 42 0
chinese 1 0 0 0 0 82 1 0
food 15] 0 15 0 1 4 0 0
lunch 2 0 0 0 0 1 0 0
spend 1 0 1 0 0 0 0 0




s
Sparsity in n-grams

If nis too small, your model can’t learn very much about language.

As n gets larger:
» The number of parameters grows with O(V").
» What's a parameter?

» Most n-grams will never be observed, so you'll have lots of
zero probability n-grams. This is an example of data sparsity.

» Your model depends increasingly on the training data; you
need (lots) more data to learn to generalize well.

Paul Lerner — October 2025 aivanc il«y
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s
Bias-variance tradeoff in n-grams

e n is small — underfit training data, high bias, low variance
unigram "the" is highly probable, regardless of your corpus

e nis large — overfit training data, low bias, high variance
a 7-gram like "my name is Paul I'm a postdoc" has 0 hits on Google
but "my name is Paul I'm a student" has several — somewhat probable

but "my name is Albertine I'm a student” has 0 hits on Google

Paul Lerner — October 2025 aivanc i«ty
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L paria ]
Perplexity

The Shannon Game:

® How well can we predict the next word?
When | eat pizza, | wipe off the ___ <

Many children are allergicto ___

—

| saw a

e Unigrams are terrible at this game. (Why?)

How good are we doing?

® \Want to assign high probability to observed words

Paul Lerner — October 2025

grease

sauce

dust

mice

the

0.5

0.4

0.05

0.001

1E-100

Claude Shannon

aivancity
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L paria ]
Perplexity

Paul Lerner — October 2025

Given a test dataset Z (of N words), we arrive at the standard
intrinsic evaluation in three steps:

1. Probability of the test data: p(Z;0)
2. That value will be tiny, because V1 is infinitely large, and p

will decrease exponentially in the length of . So we
transform it:

o1 ! _
Perplexity (&; 0)) = ¥ — — o(§ x—logz p(:0))
plexity (Z; p(-; )) NEX)
Special cases: Cross-Entropy

» If the model were to put all of its probability on &, perplexity
would be 1 (minimal possible value).

» If the model assigns zero probability to &, perplexity is +o0.
So it's important to make sure that p assigns strictly positive
probability to every sequence of words.

You can interpret perplexity as “effective size of the

vocabulary.”

awancuy

PARIS-CACHAN



Perplexity
Consider a unigram model that is completely agnostic; it assigns

HU:%foraIIUEV.

What will its perplexity be? Hint: as long as the test data is
restricted to words in V, the test data doesn’t matter!

Perplexity (Z;p(+;0)) = ¥ —~ =7

Paul Lerner — October 2025 a lvanc ll«y
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{oma
Perplexity

® How "hard” is the task of recognizing digits '0,1,2,..,9" uniformly at random?
d ~ Uniform(0,9)
i 1 N\ — N~ 1 -1
PP(dhadN):p(dla7dN)_ﬁ:<E ) = == =10

* Perplexity: 10
e Using entropy (replacing the estimated distribution with the known true dist.):

H(D,D) = - p(d)logp(d Zp ) log p(7) i 1101 <1_10) — (11())

deD
-1
PP(D) = #(P:D) = ¢~ los(1) = (los(0))~1 = <1_10) =10
Same result!
Paul Lerner — October 2025 alvanc ll«y
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ez
Break for questions and "appel”

Paul Lerner — October 2025 aiVanC ity ”
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D
Language Modeling (no Markov assumption)

p(z|START) p(x|START D)p(x| - - - went) p(z|---to) p(x|---the) p(z|---park) p(xz|START I went to the park.)

The 3% think 11 % to 35 % the 29 % [ | bathroom 3 % and 14 % I 21 %
When 2,5% was 5% back 8 % a 9% doctor 2% with 9 It 6
They 2% went 2% into 5% see 5% hospital 2 % , 8 % The 3%
.. am 1% through 4 % my 3% store 1,5% to 7% There 3%
| 1% will 1% out 3% bed 2%
like 0,5 % on 2% school 1% park 0,5 % . 6 % STOP 1%
Banana 0,1 % .. %

Language Model

aivancity
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etz
Generation as a Sequence of Classifications

2. Run model on (batch of) x's from
data D to get probability
distributions/ @

3. Calculate loss compared to true
0] Y's (Cross Entropy Loss)

N
‘ Leg(y,y Zyz log(;)

- o~ oo
oo o~

Yyr =

Y

Language Model

Paul Lerner — October 2025 a lvanc lly
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Cross-Entropy Ler(y, 9) Zyz log(5:)
8 (Actual observed word) 3. Calculate loss compared to true
1| < Y's (Cross E ]
n = o s (Cross Entropy Loss)
o)

~ : Leg(yr,y1) = —0 % log(.01) — 0 % log(.03) — 1 % —log(.1) — - -- — 0 x log(.002)
‘ —log(.1) = —log(p(I|START))

Language Model

Paul Lerner — February 2025 a tvanc ll«y
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{oma
Pretraining (for Transfer Learning)

e Self-supervision: Language Models do not need annotated data to
be pretrained, only raw text, and there are plenty

e Deep Learning thrives on data (the more the better, more complex
models without overfitting)

e Models can then be fine-tuned on a downstream task (e.g. Named
Entity Recognition).

e Much better than training from scratch because annotated data is rare
(almost nonexistent except in English) because it's expensive

Paul Lerner — October 2025 aivanc i«ty
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LLMs learn about syntax and semantics

e Syntax:

I
I
I
I

eat
ate
am
eats

eat 1

Paul Lerner — October 2025

H H H H H H H

Semantic :

eat bread

ate pasta

ate sand

am a student

am a fork

ate pasta with my fork

ate pasta with my keyboard

avancity

PARIS-CACHAN
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LLMs learn about much more

e Entities :

My favorite city is Paris
My favorite city 1s France

I am visiting Paris, the capital of France
I am visiting Paris, the capital of Italy

e Reasoning :

All men are mortal. Socrates 1s a man.
Therefore, Socrates i1s mortal

Paul Lerner — October 2025
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etz
Autoregressive generation

Title: United Methodists Agree to Historic Split

Subtitle: Those who oppose gay marriage will form their own denomination
Article: After two days of intense debate, the United Methodist Church

has agreed to a historic split - one that is expected to end in the
creation of a new denomination, one that will be "theologically and
socially conservative," according to The Washington Post. The majority of
delegates attending the church’s annual General Conference in May voted to
strengthen a ban on the ordination of LGBTQ clergy and to write new rules
that will "discipline" clergy who officiate at same-sex weddings. But
those who opposed these measures have a new plan: They say they will form a
separate denomination by 2020, calling their church the Christian Methodist
denomination.

Paul Lerner — October 2025 GPT-3 (2020) aivanc il«y
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Every NLP task as
Autoregressive generation

e (lassification: "I like this movie"
— "I like this movie, it was {good/bad}"

e Question Answering: "When was Dante born?"

— "Dante was born in
e Translation: "I like pasta"

— "The translation of 'I like pasta' in French is

Paul Lerner — October 2025 aivanc i«ty
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.
Decoding from a Language Model

p(z|START) p(x|START D)p(x| - - - went) p(z|---to) p(x|---the) p(z|---park) p(xz|START I went to the park.)

The 3% think 11 % to 35 % the 29 % [ | bathroom 3 % and 14 % I 21 %
When 2,5% was 5% with 9 It 6
They 2% went 2% 8 % The 3%
am 1% to 7% There 3%
I 1% will 1%
like 0,5 % on 2% school 1% park 0,5 % . 6 % STOP 1%
Banana 0,1 % .. %

(Large) Language Model

aivancity

Paul Lerner — October 2025
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fome
Decoding from a Language Model

e At each time step t, our model computes a vector of scores for each token in our
vocabulary, S € R":
S=f{y.}:0)

/(- 0) is your model

e Then, we compute a probability distribution P over w € V using these scores:
exp(S,,)
3, o oX0(,)

e Our decoding algorithm defines a function to select a token from this distribution:

5’; = g(P(ytl {y<t}))

g( - ) is your decoding algorithm

P(yt = Wl {y<t}) =

Paul Lerner — October 2025 aivanc ity
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Maximum A Posteriori (MAP) Decoding:
Getting the most likely output

Obvious method: Greedy Decoding
* Selects the highest probability token according to P(y,|y_,)

Y = argmax, _, P(y,=wly.)

e Beam Search

* Also aims to find the string with the highest probability, but with a wider exploration of
candidates.

Paul Lerner — October 2025 aivanc ity
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etz
Greedy Decoding vs. Beam Search

e Greedy Decoding

* Choose the "currently best" token at each time step

Step O (Initial):
The

The

Paul Lerner — October 2025 aivanc ity
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etz
Greedy Decoding vs. Beam Search

e Greedy Decoding

* Choose the "currently best" token at each time step

Step 1:
The great (Score: 0.5)

The

Paul Lerner — October 2025 aivanc ity
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etz
Greedy Decoding vs. Beam Search

e Greedy Decoding

* Choose the "currently best" token at each time step

Step 2:
The great woman (score: 0.5 + 0.4)

The

Paul Lerner — October 2025 aivanc ity
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etz
Greedy Decoding vs. Beam Search

e Beam Search (in this example, beam_width = 2)
* Ateach step, retain 2 hypotheses with the highest probability

Step O (Initial):
The

The

Paul Lerner — October 2025 aivanc ity
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etz
Greedy Decoding vs. Beam Search

e Beam Search (in this example, beam_width = 2)
* At each step, retain 2 hypotheses with the highest probability

Step 1 hypotheses:
The great (score: 0.5)
The dog (score: 0.4) gl

The

Paul Lerner — October 2025 aivanc ity
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etz
Greedy Decoding vs. Beam Search

o Beam Search (in this example, beam_width =2) A type of Best-First Search
* At each step, retain 2 hypotheses with the highest probability

Step 2 hypotheses:
The dog has (score: 0.4 + 0.9)
The great woman (score: 0.5 + 0.4)

Paul Lerner — October 2025 alvanc lty
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Maximum A Posteriori (MAP) Decoding:
Getting the most likely output

e Great for constrained tasks, e.g. summarization and translation

e Bad for open-ended generation, e.g. chatbot

o
o o -

Probability
© o o
o

o N

0 20 40 60 80 100

Timestep ——Beam Search
e Human

Greedy methods fail to capture the variance of human text distribution.

aivancity

Paul Lerner — October 2025
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etz
Adding randomness (aiming for humanness)

» Sample a token from the token distribution at each step! N
Step O (Initial):

The
)A’tNP(ytz Wl {y}<t)

The

* It's inherently random so you can sample any token.

the dog has (0.40*%0.90=0.306)
the dog has (0.40*%0.90=0.306)
the great woman (0.50*%0.40=0.20)
the great house (0.50*0.30=0.15)
the great guy (0.50*%0.30=0.15)
the dog runs (0.40*%0.05=0.02)

Paul Lerner — October 2025 aivanc ity
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etz
Scaling randomness: Softmax temperature

e Recall: At time step t, model computes a distribution P, by applying softmax to a vector of

scores S € R!V!
exp(S,,)

Pt(yt= Wl {y<t}) = Z

sHere, you can apply temperature hyperparameter 7 to the softmax to rebalance P;:
exp(S,,/7)

2y €XP(S,/7)

* Raise the temperature 7 > 1: P, becomes more uniform

P(y,=wl{y,}) =

* More diverse output (probability is spread across vocabulary)
* Lower the temperature 7 < 1: P, becomes more spiky

* Less diverse output (probability concentrated to the top tokens)

Paul Lerner — October 2025 aivanc ity
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etz
Scaling randomness: Softmax temperature

* You can apply temperature hyperparameter 7 to the softmax to rebalance P;:
exp(S,,/7)

2 ey EXP(S,/7)

* Raise the temperature 7 > 1: P, becomes more uniform

Pt(yt =w] {y<t}) =

* More diverse output (probability is spread across vocabulary)
* Lower the temperature 7 < 1: P, becomes more spiky

* Less diverse output (probability concentrated to the top tokens)

7 = (5 =10 7 =10.0

et L |

Paul Lerner — October 2025 aivanc ity
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«<»
With a threshold so it's not too random

 Solution: Top-k sampling (Fan et al., 2018) restroom
——
. Only sample from the top k tokens in the probability distribution. o grocery
— store
. Common values for k= 10, 20, 50 (but it's up to you!) — airport

bathroom
He wanted i
tO gO tO the doctor
hospital
pub
gym
- Increasing k yields more diverse, but risky outputs his

. Decreasing k yields more safe but generic outputs

Paul Lerner — October 2025 aivanc ity
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How to set the threshold?

thought
knew [
had
saw [
Shesaid , “ | never dfd —
said [
wanted [0
told I
liked
got il

hot I

warming |
burning |
cooking |

warm

cooling i

onl

B _ - _ heating I
| ate the pizza while it was still fresh |
cold |

Paul Lerner — October 2025

For flat distribution,

Top-k Sampling may cut off too quickly!

For peaked distribution,

Top-k Sampling may also cut off too slowly!

aivancity

PARIS-CACHAN
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&k
Vary the threshold! Nucleus Sampling (top-p)

* Solution: Top-p sampling (Holtzman et al., 2020)

» Sample from all tokens in the top p cumulative probability mass (i.e., where mass is

concentrated) Z P(z|z Vsip
1:6i—1) =
* Varies k according to the uniformity of P, 2EV (@)

P(y,=wl{y}) P(y,=wl{y}.) P(y,=wl{y}.)
A ! A e .
_ : _I L TS ']
.......................... | — |
L ! |
| | |
| | |
| | |
| | |
| | |

| | I ° ™

0. =0.12 =08 ty
Paul Lerner — October 2025ID o2 i ° alvanc l
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Beam Search vs. Nucleus Sampling

WebText

¢

Beam Search, b=16

Nucleus, p=0.95

An unprecedented number of mostly young whales have become stranded on
the West Australian coast since 2008.

The number of stranded whales has increased by more than 50 per cent in the past year,
with the number of stranded whales on the West Australian coast increasing by more
than 50 per cent in the past year. The number of whales stranded on the West Australian
coast has increased by more than 50 per cent in the past year, with the number of

stranded whales on the West Australian coast increasing by more than 50 per cent in the
past year.

There has been an unprecedented number of calves caught in the nets of whaling
stations that operate in WA. Pilot whales continue to migrate to feeding grounds to
feed their calves. They are now vulnerable due to the decline of wild populations;

they are restricted to one breeding site each year. Image copyright Yoon Bo Kim But,
with sharp decline in wild populations the size of the Petrels are shrinking and dwindling
population means there will only be room for a few new fowl.

Paul Lerner — October 2025 aivanc ity
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fome
Summarizing

e Language models learn which strings are likely or unlikely, useful for:
o Automatic Speech Recognition (because of homophony)
o Pretraining neural networks without any labeled data (self-supervision)
o Any NLP task can be set as text-to-text/cloze test

e n-gram have Markov assumption — count occurrences

e Neural models use stochastic gradient descent

e Decoding the most likely string is good for factual tasks (Question Answering,
Translation), but not for chit-chat

Paul Lerner — October 2025 aivanc i«ty
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[ part1 ]
Next class: Recurrent Neural Networks!

p(:t:|START) p(xz|START I) - p(x|START I went to the park.)

g0 -N-N-0- -2

ho

Paul Lerner — October 2025 a lvanc lly
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o
LSTM with Attention: formally

We have encoder hidden states h1,...,hy € R"
On timestep t, we have decoder hidden state s; € R"
We get the attention scores e' for this step:

et =[sThy,...,sThy] € RY

We take softmax to get the attention distribution a! for this step (this is a probability distribution and
sums to 1)

af = softmax(e’) € RY

We use o totake a weighted sum of the encoder hidden states to get the attention output a;
N
a; = Z ath; € R"
i=1

Finally we concatenate the attention output a; with the decoder hidden
state St and proceed as in the non-attention seq2seq model

[at; St] S th
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L paria ]
Sequence-to-Sequence (Translation)

I'd like a beer stor

[e0o00] [0@00] [00O@O] [0OO@] [000 O]
IIII a, a, a; a,’ a;’

Ich mochte ein Bier
Paul Lerner — February 2025 alVaHClty o5
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