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Chatbots like ChatGPT rely on LLMs
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What can we do so far?
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● Embedding matrix: a vector for each word

● Fine for classification (e.g. Named Entity Recognition)



Continuous bag of words (CBOW)
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"bag of words" because does not model 
word order, puts all words in the same 
"bag"



Sequence-to-Sequence (Translation)
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Why Language Modeling?
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Acoustic 
Model

Language 
Model

I eat ice cream
I eat I scream

Automatic Speech Recognition (ASR) relies 
on Language Models because of 
homophony

I eat ice cream
I eat I scream



● Assume a (finite) vocabulary of words

● We can construct an (infinite) set of strings

Interpret "I eat ice cream" 

Interpret "I eat pasta"

→ know meaning of "ice cream"/"pasta" 

→ know relation between the subject "I", the verb "to eat" and the object "ice 
cream"/"pasta"

Language Compositionality
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● Assume a (finite) vocabulary of words

● We can construct an (infinite) set of strings

Language Modeling
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START I went to the park . STOP

Language Model

The 3 %

When 2,5 %

They 2 %

… …

I 1 %

… …

Banana 0,1 %

think 11 %

was 5 %

went 2 %

am 1 %

will 1 %

like 0,5 %

… …

to 35 %

back 8 %

into 5 %

through 4 %

out 3 %

on 2 %

… …%

the 29 %

a 9 %

see 5 %

my 3 %

bed 2 %

school 1 %

… …

bathroom 3 %

doctor 2%

hospital 2 %

store 1,5 %

… …

park 0,5 %

… …

and 14 %

with 9

, 8 %

to 7 %

… …

. 6 %

… …

I 21 %

It 6

The 3 %

There 3 %

… …

STOP 1 %

… …

Learning from sequences: the Chain Rule



Learning from sequences: the Chain Rule
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n-gram Models (Markov assumption)
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Unigram (n=1): No history! All words are independent!



Remember Bag of Words / Naive Bayes 
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Bag of Words/Naive Bayes assumption: Assume position 
doesn’t matter

Conditional Independence: Assume the feature 
probabilities P(x

i
|c

j
) are independent given the class c.



n-gram Models (Markov assumption)
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Trigram (n=3):

Bigram (n=2):



Estimating bigram probabilities
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●The Maximum Likelihood Estimate



An example
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<s> I am Sam </s>

<s> Sam I am </s>

<s> I do not like green eggs and ham </s>



More examples: 
Berkeley Restaurant Project sentences
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●can you tell me about any good cantonese restaurants close by

●tell me about chez panisse

●i’m looking for a good place to eat breakfast

●when is caffe venezia open during the day



Raw bigram counts → sparsity
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●Out of 9222 sentences



Sparsity in n-grams
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Bias-variance tradeoff in n-grams
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● n is small → underfit training data, high bias, low variance

unigram "the" is highly probable, regardless of your corpus

● n is large → overfit training data, low bias, high variance

a 7-gram like "my name is Paul I'm a postdoc" has 0 hits on Google

but "my name is Paul I'm a student" has several → somewhat probable

but "my name is Albertine I'm a student" has 0 hits on Google



Perplexity
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Perplexity
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}
Cross-Entropy



Perplexity
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Perplexity
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Break for questions and "appel"

Part 2

Paul Lerner – October 2025
24



Part 2

Paul Lerner – October 2025
25

START I went to the park . STOP

Language Model

The 3 %

When 2,5 %

They 2 %

… …

I 1 %

… …

Banana 0,1 %

think 11 %

was 5 %

went 2 %

am 1 %

will 1 %

like 0,5 %

… …

to 35 %

back 8 %

into 5 %

through 4 %

out 3 %

on 2 %

… …%

the 29 %

a 9 %

see 5 %

my 3 %

bed 2 %

school 1 %

… …

bathroom 3 %

doctor 2%

hospital 2 %

store 1,5 %

… …

park 0,5 %

… …

and 14 %

with 9

, 8 %

to 7 %

… …

. 6 %

… …

I 21 %

It 6

The 3 %

There 3 %

… …

STOP 1 %

… …

Language Model

Language Modeling (no Markov assumption)



Generation as a Sequence of Classifications
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START I went to the park . STOP

Language Model



Cross-Entropy
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START I went to the park . STOP

Language Model



Pretraining (for Transfer Learning)
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● Self-supervision: Language Models do not need annotated data to 
be pretrained, only raw text, and there are plenty

● Deep Learning thrives on data (the more the better, more complex 
models without overfitting)

● Models can then be fine-tuned on a downstream task (e.g. Named 
Entity Recognition). 

● Much better than training from scratch because annotated data is rare 
(almost nonexistent except in English) because it's expensive



LLMs learn about syntax and semantics
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I eat
I ate
I am
I eats
eat I

● Syntax : ● Semantic :

I eat bread
I ate pasta
I ate sand
I am a student
I am a fork
I ate pasta with my fork
I ate pasta with my keyboard



LLMs learn about much more
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● Entities :

My favorite city is Paris
My favorite city is France
I am visiting Paris, the capital of France
I am visiting Paris, the capital of Italy

● Reasoning :

All men are mortal. Socrates is a man. 
Therefore, Socrates is mortal
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Autoregressive generation 

GPT-3 (2020)
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Every NLP task as 
Autoregressive generation 

● Classification: "I like this movie" 

    → "I like this movie, it was {good/bad}"

● Question Answering: "When was Dante born?" 

      → "Dante was born in ____"

● Translation: "I like pasta" 

         → "The translation of 'I like pasta' in French is ____"
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START I went to the park . STOP

(Large) Language Model

The 3 %

When 2,5 %

They 2 %

… …

I 1 %

… …

Banana 0,1 %

think 11 %

was 5 %

went 2 %

am 1 %

will 1 %

like 0,5 %

… …

to 35 %

back 8 %

into 5 %

through 4 %

out 3 %

on 2 %

… …%

the 29 %

a 9 %

see 5 %

my 3 %

bed 2 %

school 1 %

… …

bathroom 3 %

doctor 2%

hospital 2 %

store 1,5 %

… …

park 0,5 %

… …

and 14 %

with 9

, 8 %

to 7 %

… …

. 6 %

… …

I 21 %

It 6

The 3 %

There 3 %

… …

STOP 1 %

… …

Decoding from a Language Model



Decoding from a Language Model
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Maximum A Posteriori (MAP) Decoding:
Getting the most likely output
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Greedy Decoding vs. Beam Search
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Greedy Decoding vs. Beam Search
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Greedy Decoding vs. Beam Search
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Greedy Decoding vs. Beam Search
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Greedy Decoding vs. Beam Search
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Greedy Decoding vs. Beam Search
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A type of Best-First Search



Maximum A Posteriori (MAP) Decoding:
Getting the most likely output
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● Great for constrained tasks, e.g. summarization and translation

● Bad for open-ended generation, e.g. chatbot



Adding randomness (aiming for humanness)
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the dog has     (0.40*0.90=0.36)
the dog has     (0.40*0.90=0.36)
the great woman (0.50*0.40=0.20)
the great house (0.50*0.30=0.15)
the great guy   (0.50*0.30=0.15)
the dog runs    (0.40*0.05=0.02)



Scaling randomness: Softmax temperature
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Scaling randomness: Softmax temperature
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With a threshold so it's not too random
Part 3
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• Solution: Top-k sampling (Fan et al., 2018)

• Only sample from the top k tokens in the probability distribution.

• Common values for k = 10, 20, 50 (but it's up to you!)

• Increasing k yields more diverse, but risky outputs

• Decreasing k yields more safe but generic outputs



How to set the threshold?
Part 3
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Vary the threshold! Nucleus Sampling (top-p)
Part 3
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Beam Search vs. Nucleus Sampling
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Summarizing
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● Language models learn which strings are likely or unlikely, useful for:

○ Automatic Speech Recognition (because of homophony)

○ Pretraining neural networks without any labeled data (self-supervision)

○ Any NLP task can be set as text-to-text/cloze test

● n-gram have Markov assumption → count occurrences

● Neural models use stochastic gradient descent

● Decoding the most likely string is good for factual tasks (Question Answering, 
Translation), but not for chit-chat



Next class: Recurrent Neural Networks!
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START I went to the park . STOP

RNN RNN RNN RNN RNN RNN RNN RNN
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LSTM with Attention: formally
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Sequence-to-Sequence (Translation)
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