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Quick word about me

Part 0

● Postdoc Researcher at ISIR-CNRS (Sorbonne University)

● PhD from Paris-Saclay University (LISN-CNRS lab)

● Research topic: Multimodal and Multilingual NLP

● More about me: https://paullerner.github.io

● Contact: lerner@isir.upmc.fr 

Paul Lerner – October 2024
2

https://paullerner.github.io/
mailto:lerner@isir.upmc.fr


Acknowledgements

Part 0

This class directly builds upon:

● Jurafsky, D., & Martin, J. H. (2024). Speech and Language Processing : An Introduction to Natural Language 
Processing, Computational Linguistics, and Speech Recognition with Language Models (3rd éd.).

● Eisenstein, J. (2019). Natural Language Processing. 587.
● Yejin Choi. (Winter 2024). CSE 447/517: Natural Language Processing (University of Washington - Paul G. Allen School 

of Computer Science & Engineering)
● Noah Smith. (Winter 2023). CSE 447/517: Natural Language Processing (University of Washington - Paul G. Allen 

School of Computer Science & Engineering)
● Benoît Sagot. (2023-2024). Apprendre les langues aux machines (Collège de France)
● Chris Manning. (Spring 2024). Stanford CS224N: Natural Language Processing with Deep Learning
● Classes where I was/am Teacher Assistant:

○ Christopher Kermorvant. Machine Learning for Natural Language Processing (ENSAE)
○ François Landes and Kim Gerdes. Introduction to Machine Learning and NLP (Paris-Saclay)

Also inspired by:

● My PhD thesis: Répondre aux questions visuelles à propos d’entités nommées (2023)
● Noah Smith (2023): Introduction to Sequence Models (LxMLS)
● Kyunghyun Cho: Transformers and Large Pretrained Models (LxMLS 2023), Neural Machine Translation (ALPS 2021)
● My former PhD advisors Olivier Ferret and Camille Guinaudeau and postdoc advisor François Yvon
● My former colleagues at LISN

Paul Lerner – October 2024
3



Program for this semester

Part 0

● Today: What is NLP? What is a word? How do you get a sense of a word?

○ NLP = research field at the intersection of Computer Science and 
Linguistics / Technology at the heart of chatbots like ChatGPT

○ Meaning of a word is its use in the language: distributional semantics

● Oct 10: Practical Work 1 (2 sessions)

● Oct 16: Neural Network architectures used in Large Language Models:

○ Attention Mechanism

○ Transformers
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Program for this semester

Part 0

● Oct 24: Practical Work 2 (2 sessions)

● Group Homework: deadline Monday 4th of November (after Toussaint)

○ Groups of 3

○ Report of max. 4 pages, Continuous assessment (50%)

● Nov 5: Large Language Models from Shannon to ChatGPT

○ pre-training and fine-tuning

○ alignment: reinforcement learning from human feedback (RLHF)

○ decoding/generation methods
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Program for this semester

Part 0

● Nov 19: Practical Work 3 (2 sessions)

● Nov 28: 

○ Industrial applications and research benchmarks            

○ Ethical, social, and environmental issues

● Dec 5: Practical Work 4 (2 sessions)

● Individual Final sitting Exam 50% (December, before Christmas)
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Linguistics

Natural Language Processing (NLP)

Part 1

● Intersection of Computer Science and Linguistics:

○ Distributional Semantics: sense of a word from its context (today class)

○ Computational Linguistics, Computational Morphology, etc.:              
study of humans: how do we speak? how do we organize lexicon?
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Computer 
Science NLP



Linguistics

Natural Language Processing (NLP)

Part 1

● Close to Speech Processing (Automatic Speech Recognition etc.)

● Close to Information Retrieval (Search engines like Google)

● Driven by Statistical/Machine Learning methods since the 90s (Brown, P. F., Della Pietra, S. A., 
Della Pietra, V. J., & Mercer, R. L. (1993). The Mathematics of Statistical Machine Translation : Parameter Estimation. Computational Linguistics, 19(2), 263‑311.)

● Driven by Deep Learning since 2013 (Mikolov, T., Sutskever, I., Chen, K., Corrado, G. S., & Dean, J. (2013). Distributed 
Representations of Words and Phrases and their Compositionality. Advances in Neural Information Processing Systems)
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Computer 
Science

Speech 
Processing

NLP
Information 
Retrieval

Machine 
Learning



Speech and Language Processing

Part 1
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Acoustic 
Model

Language 
Model

I eat ice cream
I eat I scream

Automatic Speech Recognition (ASR) relies 
on Language Models because of 
homophony

I eat ice cream
I eat I scream



Speech and Language Processing

Part 1
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ASR

Question 
Answering 

System

Hey Google, 
how high is 
Mont Blanc? 

4,805 
meters

Automatic Speech Recognition (ASR) is 
often combined with NLP methods in a 
pipeline



Speech and Language Processing

Part 1
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Recently moving 
towards integrated, 
multimodal 
end-to-end models

http://www.youtube.com/watch?v=vgYi3Wr7v_g


What is scientific research?

Part 1

Paul Lerner – October 2024
12

● General goal: Pushing the limits of our knowledge

● Incrementally! Find a limit/caveat in existing method and solve it!

● For example: lack of parallelization in Recurrent Neural Networks → 
Transformers (Vaswani et al. 2017)

● "Vaswani et al. 2017": a single publication that was submitted to a 
conference, reviewed by scientists, then reproduced: research != 
science

● Most of methods in this class were published less than 10 years ago



The shape of today's NLP research

Part 1
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NLP applications: Machine Translation

Part 1
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● Machine Translation is 
the first NLP 
application

● Google Translate 
supports 243 
languages

Georgetown–IBM experiment 1954



NLP applications: Machine Translation

Part 1
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Ubiquitous on the web and social media



NLP applications: Information Extraction

Part 1
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● From unstructured text 
to knowledge graphs

● Named Entity 
Recognition

● Named Entity 
Disambiguation

● Coreference resolution

● Relation Extraction

Washington is the capital of the USA. It hosts the White House.

Washington,_D.C. != George_Washington 

Washington,_D.C.

USA
White House

capital oflocated in

https://en.wikipedia.org/wiki/Washington,_D.C
https://en.wikipedia.org/wiki/George_Washington


NLP applications: Information Extraction

Part 1
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Tightly connected with 
Information Retrieval



NLP applications: Information Extraction

Part 1
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Not only for advancing human knowledge



NLP applications: chatbots

Part 1
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● Task-oriented like Siri/Alexa or chitchat like ChatGPT (OpenAI)

● Moving from a complicated pipeline (ASR, Information Extraction, 
Information Retrieval) to end-to-end language modeling



NLP applications: chatbots

Part 1
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NLP applications: chatbots: demo

Part 1
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32 lines of python code



NLP applications: chatbots: demo

Part 1
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NLP applications: chatbots: demo

Part 1
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NLP applications: chatbots: demo

Part 1
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Big Money in LLMs/Chatbots

Part 1
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Big Money in LLMs/Chatbots

Part 1
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Big Money in LLMs/Chatbots

Part 1
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Jean Zay cluster

Part 1
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Big Money in LLMs/Chatbots

Part 1
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ChatGPT launch

+568% in less than 2 years



Break for questions and "appel"

Part 2
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"calls the roll"? (good evidence that Machine Translation is not a solved problem) 



What is a word?

Part 2
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● Open question in phonology vs. morphology

● Inflection: is brother != brothers?

● Compounding: is motorbike == motor + bike?

● Multi-word expressions: mother in law == 1 or 3 words?

● Polysemy: is chair (furniture) != chair (person)?

● Orthography: is modeling != modelling?



NLP deals with orthographic words… 

Part 2
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● "My brother is sitting on a chair" →                                               
['My', 'brother', 'is', 'sitting', 'on', 'a', 'chair']         
(tokenization: sequence of tokens) 

● Inflection (brother vs brothers): usually not modeled

● Compounding (motorbike vs motor + bike): usually not modeled

● Multi-word expressions (mother in law): usually not modeled

● Polysemy (chair [furniture] vs chair [person]): usually modeled after 
sharing an initial representation

● Orthography: 'modeling' != 'mode lling'



…except when it's the research topic!

Part 2
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Inflection (brother vs brothers): "brother" is a lemma (singular, masc. 
form): useful for indexing (keyword-like) in Information Retrieval



…except when it's the research topic!

Part 2
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Compounding (motorbike vs motor + bike): very niche but studied in 
computational linguistics



…except when it's the research topic!

Part 2
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Multi-word expressions ("mother in law")

Pointwise mutual information (PMI):



…except when it's the research topic!

Part 2
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Orthography ('modeling' ← 'mode lling') for User-Generated Content



What do words mean?

Part 2
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● Why is it "brother" in English and "frère" in French?

● Because "brōþēr" in Proto-Germanic and "frātrem" in Latin!                         
(arbitrariness of the sign, de Saussure, 1916)                                                                                        
But why does it mean brother?

● The meaning of a word is its use in the language (Ludwig Wittgenstein, 1921):                                                                          
"I was playing with my brother and sister"                                                     
"My mom is feeding my brother"

● "brother" co-occurs with "mom" and "sister"                                                    
like "frère" co-occurs with "maman" and "sœur"

● Polysemy: "I sit on a chair" vs "He is the chair of this session"



How words are used?

Part 2
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● words are defined by their environments (the words around them)

● If A and B have almost identical environments we say that they are 
synonyms (Harris, 1954).

● define the meaning of a word by its distribution in language use: its 
neighboring words



What does "ongchoi" mean?

Part 2
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● Suppose you see these sentences:

○ Ongchoi is delicious sautéed with garlic.

○ Ongchoi is superb over rice

○ Ongchoi leaves with salty sauces

● And you've also seen these:

○ …spinach sautéed with garlic over rice

○ Chard stems and leaves are delicious

○ Collard greens and other salty leafy greens

● Ongchoi is a leafy green like spinach, chard, or collard greens



Defining context (word-word matrix)

Part 2
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Two words are similar in meaning if their context vectors are similar



Defining context (word-word matrix)

Part 2
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Two words are similar in 
meaning if their context 
vectors are similar



Computing word similarity: Dot product

Part 2
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The dot product between two vectors is a scalar:

The dot product tends to be high when the two vectors have large values in the 
same dimensions

Dot product can thus be a useful similarity metric between vectors



Problem with raw dot-product

Part 2
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Dot product favors long vectors

Dot product is higher if a vector is longer (has higher values in many 
dimension)

Vector length (euclidean norm):

Frequent words (of, the, you) have long vectors (since they occur many times 
with other words).

So dot product overly favors frequent words



Alternative: cosine for word similarity

Part 2
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Based on the definition of the dot product between two vectors a and b



Cosine examples

Part 2
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pie data computer

cherry 442 8 2

digital 5 1683 1670

information 5 3982 3325



Can we compute word similarity like this?

Part 2
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● Sparse vectors (most words vever co-occur together)

● Very high dimension! V: vocabulary size (usually 20,000 - 200,000)

V vocabulary size



How do we reduce dimensionality?

Part 2
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● Generic solutions:

○ Principal Component Analysis (PCA)

○ Singular Value Decomposition (SVD) → Latent Semantic 
Indexing/Analysis (Deerwester et al., 1990)

● Deep learning solution: Skipgram (word2vec, Mikolov 2013) 

from V (vocabulary size) to d << V



Latent Semantic Indexing/Analysis 

Part 2
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● Usually done with 
word-document occurrences 
instead of word-word

● Actually Pointwise Mutual 
Information instead of raw 
counting

● Closely related to Skipgram 
(Levy and Goldberg, 2014)

Singular Value Decomposition (SVD)



Skipgram (word2vec, Mikolov)

Part 2
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● Instead of counting how often each word w occurs near "apricot" 
Train a classifier on a binary prediction task: Is w likely to show up 
near "apricot"?

● We don’t actually care about this task                                                
But we'll take the learned classifier weights as the word embeddings

● Big idea: self-supervision:

○ A word c that occurs near apricot in the corpus cats as the gold 
"correct answer" for supervised learning

○ No need for human labels



Skipgram (word2vec, Mikolov)

Part 2
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● Treat the target word w and a neighboring context word c as positive 
examples.

● Randomly sample other words in the lexicon to get negative examples

● Use logistic regression to train a classifier to distinguish those two 
cases

● Use the learned weights as the embeddings



…lemon, a tablespoon of  apricot  jam,   a  pinch…

Skipgram (word2vec, Mikolov)

Part 2
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Assume a +/- 2 word window, given training sentence:

Goal: train a classifier that is given a candidate (word, context) pair

     (apricot, jam)

      (apricot, aardvark)

And assigns each pair a probability:

P(+|w, c)

P(−|w, c) = 1 − P(+|w, c)



Turning dot products into probabilities

Part 2
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Sim(w,c) ≈ w ∙ c

To turn this into a probability

We'll use the sigmoid from logistic regression:



From 1 context word to full context

Part 2
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Assume all context words are independent → joint probability = product

log Prob: systematic trick for numerical stability



…lemon, a tablespoon of  apricot  jam,   a  pinch…

Skip-Gram Training data

Part 2
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● Maximize the similarity of the target word, context word pairs 
(w, c+) drawn from the positive data

● Minimize the similarity of the (w, c-) pairs drawn from the 
negative data.



Loss function for one w

Part 2
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● Maximize the similarity of 
the target word, context 
word pairs (w, c+) drawn 
from the positive data

● Minimize the similarity of 
the (w, c-) pairs drawn 
from the negative data.



Learning with Stochastic gradient descent

Part 2
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Learning with Stochastic gradient descent

Part 2
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Stochastic gradient descent (SGD) reminder

Part 2
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Lecture 4: Embeddings and RNNs5
8

• Learning rate                       

• Randomly initialize 

• Iteratively get better estimate with:  

Next estimate

Previous Estimate

Learning rate (step size)

 Gradient is:
• the vector of partial   derivatives 

of the parameters with respect 
to the loss function

• A linear approximation of the 
loss function at 



The derivatives of the loss function

Part 2
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Stochastic gradient descent update

Part 2
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Embedding = lookup table or linear layer?

Part 2

Paul Lerner – October 2024
61

lookup table

One-hot encoding



As always, hyperparameters

Part 2
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● Vocabulary size V

● Context window C

● Number of negative examples k

● Embedding dimension d

● The usual:

○ learning rate etc.

● → Empirical evaluation!



What now?

Part 2
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https://nlp.stanford.edu/projects/glove/

M
al

e 
- F

em
al

e

(2-d projections of embedding space)



Intrinsic evaluation

Part 2

Paul Lerner – October 2024
64

● Do (cosine) similarities of pairs of words’ vectors correlate with 
judgments of similarity by humans?

● TOEFL-like synonym tests, e.g., rug → {sofa  , ottoman  , carpet 
hallway   }

● analogies:

○ syntactic

○ semantic



Analogical relations

Part 2
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● The classic parallelogram 
model of analogical reasoning 
(Rumelhart and Abrahamson 
1973)

● To solve: "apple is to tree as 
grape is to  _____"

● Add tree – apple  to grape to 
get vine

● Syntactic analogies, e.g., 
“walking is to walked as eating 
is to what?” Solved via:



Quantitatively

Part 2
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k is the number of “negative” samplesSpearman’s ρ

MEN : 3000 items



Quantitatively

Part 2
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k is the number of “negative” samples



Extrinsic evaluation

Part 2
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● Embeddings are the first 
brick of any more complex 
models (described in next 
class)

● Embeddings can be 
initialized with Skip-gram: 
pretraining/transfer 
learning

● either keep them frozen or 
fine-tune them



Named Entity Recognition                
with pretrained embeddings

Part 2
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Washington is the capital of the USA. It 
hosts the White House.

F1 score



Alternatives to Skipgram: 
continuous bag of words (CBOW)

Part 2
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instead of predicting context from word, predict word from context (much like a 
language model)



Alternatives to Skipgram: 
continuous bag of words (CBOW)

Part 2
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"bag of words" because does not model 
word order, puts all words in the same 
"bag"

average of embeddings for words in the 
immediate neighborhood (m−h, ... , m+h)



Alternatives to Skipgram: 
continuous bag of words (CBOW)

Part 2
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Empirical comparison
Part 2
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Spearman’s ρ
Word analogy



Alternatives to Skipgram: GloVe

Part 2
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studies ratio of co-occurrence instead of co-occurrence



Empirical comparison
Part 2
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Spearman’s ρ
Word analogy



● brother:  bro, rot, oth, the, her  (trigrams)

● brothers: bro, rot, oth, the, her, ers : almost the same!

● also enables to model Out-of-Vocabulary words (OOV), e.g. brotha

● rough way of modelling morphology: relation between words

● same objective as skipgram:

Skipgram with character n-grams (fastText)
Part 2
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● simply redefine similarity:                                                               
sum over all n-grams of 
the word



Empirical comparison
Part 2
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Spearman’s ρ Word analogy



Welcome LLMs, exit Embeddings?

Part 2
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● Large Language Models are effective but not so efficient

● Embeddings are very lightweight, relevant for many industrial 
applications

● fastText: efficient implementation

● LLMs build on similar hypothesis and methods as Embeddings



In Summary

Part 2
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● NLP = research field at the intersection of Computer Science and 
Linguistics 

● NLP = Many industrial applications, from Machine Translation to  
chatbots like ChatGPT or Information Extraction

● Meaning of a word is its use in the language: distributional semantics

● Skip-gram (word2vec): compute embeddings of words by predicting 
their context (self-supervised learning)

● Use as building block (pre-training) or solve analogies or measure 
word semantic similarity



Limitations

Part 2

80

● Cannot model polysemy: chair [furniture] vs chair [person] has only 
one embedding "chair"

● Meaning changes through time/domain…
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Embeddings reflect cultural bias!

Part 2
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● Statistical patterns in text 
reflect both intrinsic 
meaning and extrinsic use

● Ask “father : doctor :: 
mother : x”

x = nurse

● Ask “man : computer 
programmer :: woman : x”

x = homemaker



Alternatives to distributional semantics

Part 2
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● Not mainstream but may 
prove useful… Cf. Natural 
Language Processing by 
Jacob Eisenstein (2018).

● Chapter 12: Logical 
semantics

● Chapter 13: 
Predicate-argument 
semantics

"The whale wants the captain to pursue him"



Next class: models for sequences!

Part 2
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advancing education
in artificial intelligence

84


